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- (C)  You have normally distributed dependent variables and all linear combinations

149

Which of the following statements is true of Multivariate Analysis of Variance?
(A) allows us to have one dependent variable and one independent variables.

(B) allows us to have two or more dependent variables and up to two independent
variables. : '

(C) allows us to have two or more dependent variables and one or more independent
© variables. . - -

(D) allows us to have one dependent variable and two or more independent vari-
ables. ' : .

Which F-value is typically reported in a Multivariate Analysis of Variance?

(A) Wilks' lambda e . (B) Hotelling's trace.

(C) Pillai's trace - | ‘ | | (D) Roy's largest root.

‘Which one of these might you consider a violation in Multivariate Analysis of
Variance and may be worth looking at alternative analyses?

(A) Box'é M has an associated p-value of < 0.05 and you have unequal sample sizes.
(B) You have equal numbers of participants and it is a large sampie size

of the dependent variables
(D) You have 30 participants per group in your betv#een_-participanta design

An empirically based hypothetical variable congisting of items wﬁich are strongly
associated with each other and upon which individuals differ is known as

(A) Rotating : (B) A factor loading

(C) Factor analysis (D) A factor

Rotation usually involves high cbrrelationq and low ones.

(A) maximising; minimizing ' (B) minimising; maximizing
(C) plotting; omitting (D) retaining; omitting

Minimal sufficient statistic pmﬁde

(A) minimum possible reduction in data
(B) minimum information about data
(C) maximum possible reduction in data

(D) maximum information about data
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10.

11.

12,

Let X1,Xz,...,Xa be a random sample of observations from a population with mean

”
and finite variance. For estunatmg 0, the statistic T, = —r‘(hf_-é‘ is

(A) Biased and consistent
(B) Unbiased but not consistent
(C) Unbiased and consistent

(D) Biased and not consistent

Let X1,Xs,...,X. be iid observations from U(-8,0), 8>0. The MLE of 9 is
A Xw | B X o
© XoXe D) Xw-Xo

Consider the family of densities {f(x;8), 8>0} where f(x;8)=(8+11% 0<x<1.

Based on a random sample of ‘n’ observations, the above family has MLR through

A X, | ®) X,

. .‘1

© JI.x ™ 3. X

Which of the following statements is true in the case of locally most powerful tests?
(i) It is used for testing two sided alternatives.
(i) It attains maximum power in the neighborhood of (simple) null hypothesis.

(A) (i) is true but not (i) (B) (i) is true but not (@
(C) Both (i) and (i) are false (D) Both (i) and (ii) are true.

For regular family, if [{x) is the likelihood ratio for testing H: 8=6, Ve K:0#6,
where @ is a kx1 vector, then the asymptotic distribution of -2ln(x) is

(A) Chi-square distribution with ‘0l degrees of freedom where ‘n’ 18 the sample size
(B) Chi-square distribution with ‘n’ degrees of freedom where ‘n’ is the sample size
(C) Chi-square distribution with k’ degrees of freedom

(D) Chi-square dlstnbutlon with ‘n+k’ degrees of freedom where n’ is the sample
size :

Empirical distribution function is

(A) Biased and inconsistent estimator of cumulative distribution funetion
(B) Unbiased and inconsistent estimator of cumulative distribution function
(C) . Unbiased and consistent estimétor of cumulative dis_tributi_on function

(D) Biased and consistent estimator of cumulative distribution function
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13.

A design is said to be orthogonal if

(A) Treatment contrasts are correlated with block contrast

~ (B) Treatment contrasts are uncorrelated

14,

15.

16.

17.

18.

19.
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(C) Block contrasts are correlated

(D) Treatment contrasts are uncorrelated with block contrast

Consistency in statistical inference refers to

(A) Small sample property

(B) Large sample property

(C) Property of the underlying family of distributions
(D) All the above

In a 32 factorial with factors A, B and C each at 3 levels, the interaction A?BC? is
same as the interaction

(A) ABC (B) AB2C
(C) AB2C2 ' (D) ABC

If a researcher forms a 1/2 replicate in a factorial design with treatment combinatioﬁs
a, b, c, abc, the interaction which cannot be estimated is

(A) AB | (B) ABC
(© AC | D) BC

If a symmetrical Balanced Incomplete Block Design (BIBD) has the following
parameter values v =b=13, k= r=4, A =1 then the efficiency factor of the

design is
(A) 1613 (B) 113
(C) 1213 (D) 13/16

The tangent of the angle between two regression lines ia given as 0.6 and the
standard deviation of Y is known to be twice of that of X. Then the value of
correlation coefficient between X and Y is :

(A) 05 (B) -0.5 A{C) 0.7 D) 0.2
With the usual notations, the linear model Y =48+ & where

E(€)= 0, Cov(e) = o%l, the number of linearly independent estimable parametric
functions is '

(A) Rankof A ) | ‘ (B) Number of rﬁws of A
(C) | Number of columns of A . (D) Rank of A +1



20.

21.

22.

23.

24.

25.

26.

Consider a linear model ¥ = X8 + e, E{e)= 0, Cov(e)= 0°l, . The Hat matrix
(H) is

@A) (XTX)XT | ® XXX

© xT(xTx)" D xxTHT

Consider a full rank linear model ¥ = X8 + ¢, with E{e) = 0, Cov(e) = 62, and
£ = (XTX)"1X"Y. Collinearity exists among the columns of X if

(A) XTX is non-singular : (B) XX issingular

(C) XX isidempotent - . (D). XTX is symmetric

Which of the following test is called a multiple comparison test

(A) Cochran’s Test (B) Bartlett’s test
(C) Hartly’s Test (D) Tukey's Test

The Chapman-Koimogfov equation for discrete time Markov chain is
(A) in’m = Ex-e Pn,_-pk] fDI' all n, m>0
(B) pit™ = Y%_oph pl for all n,m>0 and all i,j

J ik Pij

© pi'™ = ZiiT vl o) for all n,m20

(D) P:ﬁm ET__Q Pm Pk for all n,m>0
J J

. : . e e _[F11 91z
The inverse of the covariance matrix J = g o
- : 21 922

o-1 _ 1 61 —Oi 1. 13 oz —Oy
@ = Tey 022~ iy [-"u J11 ] (B) I Tss oy [0'21 Oy }
' - 0,y —O - 1 %2 913}
0 Et=—— | % gt= —2
(O 1190~ Oip [021 B2z ] (D) 04303~ 95 -[""021 aii-]

In the case of one dimensional random walk on the positive and negatlve mtegers, the
state represented by zero is :

(A) transient ’ (B) recurrent

(C) non null recurrent o - (D) null 'recurrent.

If Z is positive defimte so that ¥! exists, then Te = A e implies Yle =7
A) e B) (1/4)e © 4 @) (1/4)
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28.

29,

30.

The Poisson process is

(A) Markov process

(B) Evolutionary process

(C) Process with stationary independent increments
(D) Aill the above

If {N(t); t 2 0}is a Poisson process with rate A, then for s<t, P[N(s)=k | N(t)=n] follows
(A) Binomial (n,p=s/t)

(B) Binomial (n,p==ff 8)

(C) Binomial (n,p=st)

(D) Geometric distribution with p=st

IfX ~N (g, ¥), then the linear combination of CTX = Ci X1 + Ca X2+ Cs Xz + .... + Gy

X; has mean = and variance =

(A) CTu and CTIC ' (B) Cu and CTxC
(©) Cu and I(| . (D) |Cl 4 and CTXC
Consider a .process {X(t); T € 0} whose probability distribution i1s given by
] — b .
. ' P[X(t) - ?l] - (1*““}“*’1;7’: - 1,2; e
"'"'..Eo.‘.:.ms —4
. T +at’ n=0
Then the mean E[X(t)] is equal to
Q) 2 (B) 1 | (C) at (D) a2t?

31.

32.

33.
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The characteristic equation of the matrix [; i] is

&) A#+31+2=0 (B) #-31-2=0
© A -31+2=0 | (D A+8i-2=0

The process capability index Cp is used to measure 7
(A) The quality of the product (B) The suitability of the process
(C) The acceptance level of the product (D) - The rejection level of the product

A research report concludes that there are significant differences among treatments,

“with "F(2,27) = 8.62, p < 0.01." How many treatment conditions were compared in

this study?
A 2 B 3 (C) 29 (D) 30



34.

36.

36.

317.

38.

39.

40.

In a RBD the treatments are tested with the F ratio with df (4, 2(}) The total number
of observations considered in this design is

A 24 By 2¢ (C) 30 D) 32

You are producing decaffeinated coffee using supercritical carbon dioxide as a solvent.
To optimize the effectiveness of caffeine removal, you would like to test 2 different
possible pressures of CO2, 3 possible temperatures, 3 ratios of CO2 to coffee beans, 3
residence times of supercritical CO2 with beans, and 2 different procedures for pre-
roasting the beans prior to caffeine extraction. What is the most appropriate method
to design your optimization experiments? ,

(A) Factorial design (B) Taguchi methods

"(C) Randomized block design (D) Latin square design

Which of the following is inconsistent with the Taguchi philosophy of quality control?
(A) Variation is the opposlte of quality

(B) Interactions between parameters affecting product quahty are unimportant and
should never be considered

(C) Customer dissatisfaction is the most important measure for process variation,
and should be minimized

(D) A high signal to noise ratio (SN) should be present in a process to make it robust
against uncontrollable factors that would cause variation

‘Inatwo variable linear model ¥, =a+ 68X, +u, (1 2,...,n), the OLS estimator of § -

18 Zw,,Y, , where w, is equal to
i=1

-y ’ -y \d ‘ 7
2X g EtE oL o —F—

Ay — ———
( ) Zsz ' Z(X‘—X’)z Zyﬁ

In the.general linear model ¥ = X p+U the unbiased estimator of the variance of

the disturbance term e=Y -X B is
' . # _ ’

L oL o &

If a qualitative variable has ‘m’ categories, introduce only dummy variables.
(A) m (B m-l1 ©) m+l D) m-2

Adequate basis for family planning is provided by :
(A) general fertility rate ‘ {B) age specific marital fertility rate
(C) total marital fertility rate (D) total fertility rate
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42.

43.

Lexis diagram is a way of measuring the following:
(A) Population growth (B) Nuptiality
{(C) Migration - (D) Mortality

In stratified random samplingV {¥,;) is minimized for a fixed total size of sample if

2 N

@ m, =FBE | ® my=nd
=n o 5 - - - _...:LM 5
© m =330 | D) m =n e

If from a finite population of size N, the first unit in the sample is selected with
probabilities pi& =120 ,N1); X p, = 1, and the remaining (n-1) units with equal
probabilities without replacement, the probability of selecting a particular sample S is
given by . :

@ za/( T @ za/(72
© zo/(¥71 o zn/(;)

44,

45.

46.

47

48,

SRS with the appropriate formula for V{(¥,) is, where p = § xy/ S,. S, is the population

correlation between y and x.

@ E2si(1+p%) ® ELsipr-1)
© LLs2(1-p%) @ L2149

Two stage sampling is due to
(A) Cochran (B) Fisher (C) Midzuno (D) Mahalanobis

A simple random sample of size n is drawn from & finite population of N units, with
replacement. The probability that the ith {1 <{< N) unit is included in the

gsample is

@) nN e (- o &) @) 2ol

When a sampling frame has a systematic pattern in the listing of sampling units,
rather than a random pattern, _
A) systematic sample must be drawn (B) the problem of periodicity exists.

(C) arandom error occurs (D) a cluster sample must be used.

If a researcher wishing to draw a sample from sequentially numbered invoices uses a

- random starting point draws every 50th invoice, the sample drawn is a sample.
(A} simple random (B) sequential

149
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50.

51.

52.

53.

54,

If

(3 4 0 0 0
25000
M=|0 9 2 00
05067
0 0 4 3 4
then IM[ 18
(A) 42 (B) 40 - (© 60 (D) 64
. ' . f1—1{ 21, .
The conjugate of matnx[ ; 14 i] is
: 1—{ 2 1+1 2
@ [1) 0 ® [ ,2]
2 1-¢
© [1 +i ] (D) None |
3 10 5§ _
IfA=1-2 ~3 -—4|, find the eigen values of AT
3 5 7 _
(A) Eigen values of AT are 2, 2, -3 (B) Eigen values of AT are -2, 2, -3
(C) Eigenvalues of ATare2,2,3 (D) Eigen values of AT are 2, -2, -3

If 4, A,....A4, are eigen values of matrix A, then trace of A is

A 4, 4.4, ‘ B) L ++..4,
(C) 14+, +..+4) Oy (A AgenAy,)
1 217 _
ielze 31[Y, £][5]=0 finax |
(A x=lorx=-3/2 (B) x=00rx=-3l2
(C) x=-lorx=-2/3 ' ' D) x=lorx=-2/3
- b+ o a?
The determinant of the matrix A= | b* . (c+a)® b
. ¢t 2 (a+b)?
(A) 2abc (at+b+c)? (B) abc(atb+c)®  (C) 2abe3 (D) (a+b+c)?
9
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. . _Jcos@ sind],
The matrix A = {— sing cos 6J 18
(A) Singular (B) Orthogonal

(C) Skew Symmetric (D) negative semi definite

For the subgroups of size n, the upper and lower control limite for rejection of a lot are
termed aa

(A) Modified control limits (B) Natural control limits
(C) Specified control limits (D) Tolerance control limits

Let A and B be the stopping bounds for SPRT with strength (a,B). Then A and B
satlsfies the following relations:

@A) As(l A .p> ﬁ ® axl=h pc B
: a i- o -
: l _ (-a) Jij

©©) ASI ﬂ —“—ﬂ D) A2 ﬂ ,BS-"-—-—IFa

Operating Characteristic curve reveals the ability of the sampling plan to distinguish
between :

(A) Good & bad lots (B) Good & bad sampling plans
(C) Good & bad product (D) All the above

The wizard used to create tabulation reports in MS-Excel is
(A) Cross Tabulation Wizard (B) Pivot Table Wizard
(C) Function Wizard (D) Conditional Formatting

Which of the foliowing'is not true : .
(A) A straight line with finite length is a convex set and simplex
(B) A triangle is a convex set and simplex

(C) A square is a simplex but not convex set

(D) A cube is convex set but not simplex -

If an LPP is having ‘m’ constraints and ‘n’ decision variables, where all the
constraints are < type with RHS is non-negative. Then in Initial basic feasible
simplex tables, the number of slack variables, Surplus variables and Artificial
variables respectively are equal to

(A ‘p-m',’'m and ‘o’ (B) ‘n’, ‘0’ and‘n’
© ‘O’, ‘m’ and ‘n’ D) ‘m’,‘0Oand‘0

10
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65.
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67.

The 0-1 integer programming problem

Ay
(B)

(©)
D)

Requires that the decision variables have coefficients between o and 1
Requires that all the constraints have coefficients between 0 and 1
Requires the decision variables to have the values either zero or one
All the above are true

For unbalanced transportation problems

A)
B)

©

D)

(A)
(B)
©
D)

Number of origins are not equal to number of destinations
Number of basic eells are more than the number of destinations
Number of basic cells are more than the number of origins
Total availability is not equal to total requirement

- Dynamic programming problems deals with

Single -stage decision making problems
Multi stage decision making probléms

Time independent decision making problems
Stage dependent decision making problenis

Which of the following is not an assumption underlying with the fundamental
problem of Economic order quantity

(A) Demandis Known and Uniform

(B) Lead time is not zero ‘

(C) Holding cost per unit per time period is constant

(D) Shortage costs are not permitted '

The cost of providing service in queué system decreases with
(A) Decreased arrival rate

(B) Increased arrival rate

{C) Decreased average waiting time in the queue

(D) Decreased number of servers in the system

Which of the following Operational research problem cannot be expressed as a
network flow chart problem

(A) Queuing problem

(B) Assignment or allocation problem

(C) Transportation and ’I‘ransshipinent problems

(D)

Sequencing problem -

1mn . 149
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70.
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72.

73.

74.
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The following activity in network diagram is usually denoted with dotted lines
(A) Predecessor Activity ‘ _ (B) Successor activity

(C©) Dummy activity . ' (D) Dangling activity

The GNLPP with the constraints of inequality type can be solved with
(A} Branch and bound techniques (B) Agglomeration methods
(C) Lagrange’s Method (D) Kuhn-Tucker conditions

Consider a two-factor fixed effects model without interaction. Let A and B the factors
with a and b level respectively. Then MSa becomes unbiased for &7, if

a n 2 b n 2
A) — o =0 BY —) a =0
(A) b__IZle J . B) a — | e-ist
b n 2 . . a H 2
C a =0 o =0
© a(n-1) Z"=‘ ’ D) b(n—-1 Z,=1 f
Let {X,:n=012..... } be a branching process with offspring mean m<1. Then

E[Z7=1X,] is equal to
(A) m/{1—m) B) 2/(1-m) © 3/(1-m) @) 2m
3/4 1/4 0

Consider a Markov chain with TPM {1/ 2 0 1 2] then
| 0 1/4 3/4

P{X.=3,X, = 2,X;=1]is equal to
A 2. B) 712 © 124 (D) b5/24
In one-way ANOVA, assuming a-levels and n observations on each factor level, the

distribution of the random variable SSE/o? is

A Femr-1)) ® F(a-1) © x'(ma-1)) @O r(@n-1)°

1 2 =3 =2
B I 3 =2 0 |.
The rank of the matrix A= 8
3 8 -7 -2
2 F -9 -10

(A) 4 B) 2 (Cy 3 ™1

12
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76.
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78.

79.

80.

81,

If R? is the coefficient of determination of the general linear model, then the adjusted
R? is given by

@ 1= k(l R) | ® |1 n_k(l. R*)
nmly g | I-R
© 1 k(tR) _ (D) lk(.l.R)

The following 1s a " Balanced Incomplete Block' Des:gn (BIBD) with parameters
v=4 b=4 k=r=3 A=2

BLOCK 1 1 3 4
BLOCK 11 2 3 4
BLOCK II1 1 2 4
BLOCK IV ? ? ?
The treatments in Block IV are
QA 1 4 2 B 2 4 3
€ 2 3 1 D) 4 1 3

Moment Generating Function (M.G.F) of zf is
@A) (1-20)"" ® (1-21)"* © (-2 @ (1-2)"

Let X ~ Weibull (a, ). If =1, u=0then the_distribution of X is
(A) Lognormal (B) Cauchy () Gamma (D) Exponential

Excel function VARP is used to calculate: | _
(A) Variance of the population - (B) Variance of the percentage

(C) Variance of the proportions (D} Pooled varihncg

In SPSS, where would you find the option for conducting a Kruskal-Wallis test?
(A) General linear model- non-parametric tests

B) Non-parametric tests - independent samples

(C) Non-parametric tests- K independent samples

(D) Non-parametric tests - sample KW

For any i)articular x, CHIDIST(x, df) returns the value of
. (B) the probability
(C) inverse function of CHIDIST () (D) the function CHITEST ()

(A) Random variable x

13 149
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-When the between-groups variance is a much larger than the within-groups variance,

the F-value is and the likelihood of such a result occurring by sampling error
(A) Small; decreases ' (B) large; decreases
(Cy small; increases (D) large; increases

The statistical functmn used to compute the one tail p-value associated with
Z - test is

(A) 1-normsdist(abs(Z)) (B) 2*(1’-n0rmsdist(abs(Z))

(©) 2*(1-normdist{abs(Z))) (D) 1-normdist(abs(Z))

Which initial steps would you follow in order to start to.perform a one-way unrelated
ANOVA in SPSS?

(A) Save datafile — compare means — analyse — one-way ANOVA

(B) Analyse — compare means — one-way ANOVA-

(C) Save datafile — analyse — compare means — one-way ANOVA

(D) Save datafile — one-way ANOVA - analyse — compare means.

What is the nature of the relationship between the p-value and sample size?

(A) A larger sample size is more likely to yield a non significant result even when
the effect is large :

®B A larger sample size is more likely to yield a significant result even when the
effect is small '

(C) A smaller sample size is more likely to yield a significant result when the effect
is small

(1} There is no relationship, this is a trick question

Let {Xi} denote the occurrence timee of a renewal process {N(t); t > 0} with
EXi) = g <=, then according to elementary renewal theorem

@ Mmoo ® lm,, 22 o2
© ﬂm:-m;gg"u - D lkn,“n{c)ai

The renewal process M(t) is

' (A) Random function

(B) Sure Function - |
(C) Sure function with M(t)< e forall 0<t <o

(D) Non-decreasing and right continuous

14
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88.

89.

90.

91.

92.

The stopping time for the renewal process {N{t}t=0} with inter occurrence times
Xiis '

(A N@i-1 (B) N(t) (C) N +1 (D) 1/N@

The number of decision variables in the objective function of the transportation cost

matrix, which consists of ‘m’ origins and ‘n’ destinations are equal to

(A mn (B) mn (€©) m+n ®) mn

If the indepeﬁdent random variables X~ B(3'E]5-) and Y~ B(5, %),- then P[X +Y 2 1] is

equal to

) ) S
A - B) 1-|= C) 1+ — D)1
(A) ( 3J B ( 3 ©) 13 D)
Ratio of two independent standard normal variates is

(A) Binomial variate (B) Poisson variate

{(C) Normal variate (D) Standard Caughy variate

Let X be a continuous random variable with pdf
kx, i<x<1

f(x)={k. 1€x<?2

93.

94.

A-kx+3k2<x<3
The value of k is
A 1 ' B 12 € o D 312

A continuous random variable X has pdf f(x} = 3x%,0 < x < 1. The valué¢ of b such
that P[X >b] = 0.05 is

@ (Z) ® ) © (&) o
The cdf of the smallest order statistic X is

@ 1[-Feolr ® [-Fel"

© [-F@PF* | ® 1FE
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95..

96.

If X~N(u,02), then pdf of U=§ (xf:f‘)z_ follows gamma disﬁribution with parameter

@ % ® 2 o1 o

Neyman Pearson lemma can be used when

(A) Both the null and alternate hypothesis are composite.
(B) Null hypothesis is simple and alternate is composite
(C) Both the null and alternate hypothesis are simple

(D) Null hypothesis is composite and alternate is simple

917.

98.

99.

100.
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For large samples, under the null hypothesis, the distribution of the likelihood ratio
statistic is

(A) Standard normal ' B Chi square

(C) Student-t (D) Uniform

Let X~ N (4,0%). Suppose both # -and o are unknown. Then which one of the
following statement is incorrect.

(A H: u<u, ol>0 (4, is known constant) is a composite hypothesis

(B) H: y>u,, >0 ¢ M, is known constant) is a éqmposite hypothesis

©) H: u=u, o’ >0 is a composite hypothesis

(D) H: u=u,, o>=0isacomposite hypothesis

The family of parametric distributions, for which the mean and variance does not
exist is, . )

(A) Polya’s Distribution ' {(B) Cauchy Distribution
(C) Negative Binomial distribution = (D) Pareto distribution

The components of variance of a variable in orthogonal factor model are
(A) Communality; dispersion matrix

(B) Communality and Specific variance

(C) Communality and correlation matrix

(D) Specific variance and dispersion matrix
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